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Abstract: In this talk I discuss some recent advances in supervised learning with dependent data. In particular, 
the emphasis of this talk is to provide an instance-optimal understanding of learning with dependent data 
for the square loss function. The approach I present yields rates that match and extend known asymptotics 
even without any realizability assumption. This stands in stark contrast to typical non-asymptotic results 
which exhibit variance proxies that are deflated multiplicatively by the mixing time of the underlying data-
generating process. Indeed, our results instead scale additively with the mixing time and are thereby only 
affected by second order statistics in the leading term. The key to obtaining this scaling is the introduction 
of the notion of a weakly sub-Gaussian class, which allows us to invoke mixed tail generic chaining. This 
notion is general enough to nearly all cover smooth hypothesis classes and a wide range of parametric classes. 
As a motivating example, I will also discuss our recent work on multi-task learning. Even when the problem 
itself is realizable, the analysis of a natural “two-stage” estimator decomposes into two supervised learning 
problems: one which is realizable, and one which is not. In this setting, we demonstrate how our refined 
understanding of supervised learning with dependent data can be applied to extend and sharpen existing 
guarantees for iid multi-task learning. 
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